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Background Novel metric: Class-aware transferability
v Adversarial Examples (AEs) can » We classify adversarial transferability into three cases.
fool different models, i.e.,
adversarial transferability | 1. Attack known model
v Huge risk in our society Original label

v' However, its mechanism is still Predicted class

not well understood
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1. Towards which class the models’

predictions are misled?
2. What are the mechanisms that

AEs cause “same mistakes” or 2. Transfer to «at” || (3) Unfooled:
“different mistakes”? unknown model No effect

1. Analysis

Summary

Finding 1: Majority of the fooled cases are “same mistakes”
=> AEs have effects to fool models towards specific classes
Finding 2: “Different mistakes” occur even between very similar models or with large perturbations.

Model similarity analysis Perturbation size analysis
Source Model (F1): ResNet-18 Source Model (F1): ResNet-138
| Non-targeted FGM Non-targeted PGD (ten-steps)
§ Distance of decision B Unfooled ‘ VGG-16 | Res-18 (w:diff) | ]  VGG-16 | Res-18 (w:diff)
8 5- boundaries: Dist(F1, F2) , , = 1907 ‘ 0o ‘
z I Different mistake | = »- -
S, e | same misiake | E -
© NOD-Targeted FGM(€=1.0) v 05 10 15 20 05 10 15 20 v 05 10 15 20 05 10 15 20
X 100 - | S 1015200 05 10 15 2 S 10 1520 05 10 15 2
9 28: Targeted FGM Targeted PGD (ten-steps)
g 40 1 vGG-16 || Res-18 (w:diff) | ' VGG-16 || Res-18 (w:diff)
0 - TN N NN s 0o ' ' m Unfooled
— 71 B0 Different mistake
GQ 7 OQ 7 9@0\] QG&] e e&] e GSIS’g GS‘] e '1% 50 so { [ Same mistake
6 { (PI/ [['l/. (v. R 25 - 2 1
Qflfj‘? 'SQ})] '(90)
Target models (F2) & peSiE 1f 15 2o s ix i o . A5 1o 15 4v a4m %
Less Similar < > More Similar j " Perturbation size" j

2. Non-robust features investigation

Summary What is non-robust feature?
[llyas et al. 2019]
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1. Same mistakes can be due to AEs containing

“non-robust features (NRF)” (llyas et al. 2019), 0 Robust features dog
which are human-imperceptible but useful features Correlate with label, even “cat” “oat”
2. We show that different mistakes can occur when, with small perturbation
v AEs simultaneously contain NRF of two classes 3 Non-robust features
v Two different models use those NRF differently Correlate with label, but can “cat” —» “dog”
easily change by perturbation
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